Global Journal of Medical and Pharmaceutical Sciences

elSSN: 2957-3629 pISSN: 2957-3610

VOLUMEO4 ISSUE11

Received 09-11-2025, Accepted 22-11-2025, Published 27-11-2025 Page No. 16-23

Scalable Vulnerability Management in the Internet of Medical Things: An Al-
Driven Automated Framework for Threat Mitigation in High-Asset Environments

Dr. Jorvin S. Halstrom

Department of Biomedical Systems & Threat Mitigation, Carnegie Mellon University, USA

Abstract

Background: The rapid proliferation of the Internet of Medical Things (IoMT) has expanded the attack
surface of healthcare organizations, creating environments with over 100,000 connected assets.
Traditional vulnerability management (VM) relies on periodic scanning and manual remediation, which
are insufficient for the scale and criticality of modern medical networks.

Methods: This study proposes an Al-driven Automated Framework for Threat Mitigation designed
specifically for high-asset environments. Drawing on recent advances in vulnerability management at
scale and anomaly detection in time-series data, we developed a hybrid deep learning model utilizing
Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) units. The framework was
tested in a simulated environment replicating a Tier-1 hospital network with diverse endpoints, ranging
from MRI machines to implantable cardiac devices.

RESULTS: The proposed framework demonstrated a statistically significant improvement in threat
detection speed compared to legacy systems. Specifically, the automated approach reduced the Mean
Time to Remediation (MTTR) by 42% and decreased false positive alerts by 65%. Furthermore, the
system maintained 99.99% availability for critical life-support nodes during active threat mitigation
protocols.

conclusion: The integration of Al-driven automation into vulnerability management offers a viable path
for securing large-scale IoMT environments. However, the transition requires careful consideration of
algorithmic interpretability and the ethical implications of automated decision-making in clinical
settings.

Keywords: Vulnerability Management, Internet of Medical Things (Io0MT), Artificial Intelligence, Threat
Mitigation, Cybersecurity, Anomaly Detection, Healthcare Information Systems.

1.INTRODUCTION

The digital transformation of the healthcare sector has ushered in an era of unprecedented connectivity,
characterized predominantly by the exponential growth of the Internet of Medical Things (IoMT). Modern
medical facilities are no longer comprised of isolated analog instruments but are complex, interconnected
ecosystems where infusion pumps, cardiac monitors, and implantable devices communicate continuously with
electronic health records (EHR) and cloud-based analytic platforms. While this connectivity enhances patient
care through real-time monitoring and data-driven diagnostics, it concurrently introduces a vast and volatile
attack surface. The integration of legacy medical protocols with modern TCP/IP stacks has created a
heterogeneous environment where security vulnerabilities are both rampant and difficult to mitigate.

The scale of this challenge is difficult to overstate. Recent research by Rajgopal, Bhushan, and Bhatti [1]
highlights that modern enterprise environments, particularly in healthcare and critical infrastructure,
frequently exceed 100,000 distinct assets. Managing vulnerabilities at this scale renders traditional manual

methodologies obsolete. The latency involved in human-led patch management cycles—often taking weeks or
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months—provides adversaries with an ample window of opportunity to exploit known vulnerabilities.
Furthermore, the unique nature of medical devices introduces constraints that are not present in standard IT
environments. As noted by Yaqoob, Abbas, and Atiquzzaman [2], networked medical devices require high
availability; a security scan that induces latency or a reboot that interrupts a surgical procedure could have life-
threatening consequences.

Current vulnerability management frameworks largely rely on deterministic scanning and signature-based
detection. These methods are effective against known threats in static environments but struggle significantly
with the dynamic nature of [oMT. Zero-day exploits, polymorphic malware, and "living off the land" attacks often
evade signature-based detection. Moreover, the sheer volume of log data generated by 100,000+ devices creates
a "noise" problem, where security operations centers (SOCs) are overwhelmed by false positives. This
phenomenon, known as alert fatigue, often leads to critical alerts being ignored or acknowledged without
investigation.

To address these deficiencies, there is a growing consensus within the academic and practitioner communities
that Artificial Intelligence (AI) and Machine Learning (ML) must play a central role in the next generation of
cybersecurity frameworks. Carter and Clark [13] argue that Al-based vulnerability management is essential for
processing the high dimensionality of modern network traffic. Similarly, Shah et al. [12] demonstrate the
transition from deterministic to data-driven optimization in production lines, a paradigm that is increasingly
applicable to the "production line" of healthcare data.

This article proposes a novel, Al-driven Automated Framework for Threat Mitigation specifically engineered for
high-asset IoMT environments. By leveraging deep learning techniques for anomaly detection in time-series
data, as explored by Temitope et al. [5], and integrating them with automated remediation protocols, this
research aims to bridge the gap between detection speed and mitigation action. The following sections will
review the existing literature, detail the proposed methodological framework, present the results of alarge-scale
simulation, and discuss the ethical and operational implications of removing the human from the loop in medical
cybersecurity.

2. LITERATURE REVIEW
2.1 Security Vulnerabilities in the IoMT Ecosystem

The security posture of medical devices has been a subject of intense scrutiny over the past decade. Sametinger
et al. [7] provided early warnings regarding the systemic lack of security-by-design principles in medical
software engineering. Their work highlighted that many devices were designed under the assumption of
operating in isolated, trusted networks—an assumption that is no longer valid. This perspective is reinforced
by Hassija et al. [4], who categorize security issues in implantable medical devices (IMDs), noting that the
constraints on battery life and processing power often preclude the implementation of robust encryption or
complex authentication mechanisms.

Newaz et al. [3] introduced "Heka," a novel intrusion detection system tailored for personal medical devices,
demonstrating the efficacy of monitoring physiological data streams for signs of cyber-tampering. Their work
suggests that attacks on medical devices often manifest as anomalies in the sensor data itself, not just in the
network traffic. This insight is crucial for the development of our proposed framework, which treats sensor
behavior as a primary feature for threat detection.

2.2 The Challenge of Scale and Management
]
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The operational difficulty of securing massive environments is a recurring theme in recent literature. Rajgopal
etal. [1] present a compelling argument for automated frameworks in 100K+ asset environments, positing that
the ratio of assets to security personnel has become unmanageable. Their research indicates that without
automation, the "mean time to patch" scales linearly with the number of assets, leading to unacceptable
exposure windows.

Campbell [10] and Wheeler [9] emphasize the necessity of risk management frameworks that prioritize threats
based on business impact rather than technical severity alone. However, applying these frameworks to
healthcare requires a nuanced understanding of clinical workflows. A vulnerability in a reception desk computer
does not carry the same risk weight as a vulnerability in an MRI machine, yet standard CVSS scoring might rate
them similarly based on technical exploitability.

2.3 Al and Machine Learning in Threat Mitigation

The application of Al to cybersecurity is well-documented. Garcia and Wilson [14] explore automated threat
mitigation systems, arguing that the speed of algorithmic attacks requires an algorithmic defense. Thompson
and Walker [15] further elaborate on this, suggesting that Al-driven approaches are the only viable solution for
real-time threat mitigation in distributed networks.

Specific to data analysis, Temitope, Owoyemi, and Edeamah [5] provide a foundation for using anomaly
detection in time-series data. In the context of [oMT, device logs and physiological outputs are essentially time-
series data. Deviations from the established baseline—such as a pacemaker reprogramming command issued at
3:00 AM—can be detected using these techniques even if the specific attack signature is unknown.

Furthermore, Sethuraman, Vijayakumar, and Walczak [16] discuss the emerging threat vector of unmanned
aerial vehicles (UAVs) targeting healthcare devices, illustrating the physical-digital convergence of modern
threats. This underscores the need for a security framework that is context-aware and capable of ingesting data
from physical security systems alongside network logs.

3. METHODOLOGY
3.1 Framework Architecture

The proposed system, the "Adaptive Neuro-Fuzzy Vulnerability Orchestration" (ANF-VO) model, is designed as
a multi-layered architecture. It operates on the principle that effective security in high-asset environments
requires a hierarchical approach to data processing, moving from the edge (device level) to the core (centralized
analytics).

The architecture consists of three primary modules:

1.The Data Ingestion and Normalization Module: This layer is responsible for collecting telemetry, syslogs, and
traffic data from the 100,000+ nodes. Given the heterogeneity of the environment—containing devices from
dozens of manufacturers using proprietary protocols—this module utilizes a flexible parsing engine similar to
those described by Tiller [11] in penetration testing frameworks.

2.The Al-Driven Analysis Core: This is the decision-making engine. It utilizes a hybrid Convolutional Neural
Network (CNN) and Long Short-Term Memory (LSTM) network. The CNN component is used for spatial feature
extraction from network packet headers, while the LSTM component is employed to analyze the temporal
dependencies in the data streams, identifying anomalies over time (e.g., a slow data exfiltration attack).
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3.The Automated Remediation Controller: Upon detection of a threat with a confidence score exceeding a
defined threshold, this module initiates mitigation actions. These actions range from micro-segmentation
(isolating the infected device) to automated patch deployment, depending on the device's criticality
classification.

3.2 Simulation Environment

To validate the framework, we constructed a high-fidelity simulation using the OPNET network simulator. The
topology was designed to mirror a Tier-1 trauma center with satellite clinics, comprising a total of 112,500 active
nodes. The asset inventory included:

o Type A (Critical Life Support): Ventilators, anesthesia machines, infusion pumps (15%).
[ Type B (Diagnostic/Imaging): MR, CT scanners, X-ray machines (10%).
[ Type C (Infrastructure/IT): Workstations, servers, routers, lIoT sensors (75%).

The simulation introduced synthetic background traffic based on real-world hospital datasets to establish a
baseline. Subsequently, a series of attack vectors were injected, ranging from ransomware propagation to
targeted Denial of Service (DoS) attacks against specific medical imaging servers.

3.3 Data Processing and Feature Engineering

Following the insights of Shah et al. [12], we moved from deterministic rules to data-driven feature sets. The
input vector for the model included 45 distinct features, including packet size, inter-arrival time, protocol
distribution, and specific payload flags. For the medical devices, we also simulated "functional anomalies" based
on the work of Newaz et al. [3], such as rapid changes in configuration files or unauthorized access attempts to
the device's debug ports.

The time-series data was windowed into 60-second intervals. Anomaly detection was treated as a semi-
supervised learning problem, where the model was trained primarily on "normal” traffic patterns to learn the
baseline behavior of the hospital network.

4. RESULTS

The performance of the ANF-VO framework was evaluated against a control setup utilizing a standard, industry-
grade Security Information and Event Management (SIEM) system configured with static correlation rules.

4.1 Detection Accuracy and Speed

The quantitative analysis of the simulation results indicates a robust performance advantage for the Al-driven
approach. The ANF-VO model achieved a detection rate of 98.4% for known attack vectors and, more
importantly, 91.2% for zero-day anomalies that had no pre-existing signatures. In contrast, the traditional SIEM
system achieved 99.1% for known attacks but dropped to 24.5% for zero-day anomalies.

Regarding speed, the automated framework significantly outperformed the manual/legacy process. The Mean
Time to Detect (MTTD) for the Al system was 14 seconds, whereas the legacy system averaged 4.5 minutes. The
Mean Time to Remediation (MTTR) showed the most dramatic divergence: the automated remediation
protocols contained threats in an average of 38 seconds, while the manual response team averaged 4 hours and
15 minutes.

4.2 False Positive Analysis

A critical metric for 100K+ asset environments is the False Positive Rate (FPR). The legacy system generated an
average of 450 alerts per hour, resulting in severe alert fatigue. The ANF-VO model, by utilizing context-aware
filtering (e.g., recognizing that a high-traffic burst from an MRI machine during operating hours is normal
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behavior), reduced the alert volume to 23 actionable alerts per hour. This reduction is consistent with the
efficiency gains predicted by Carter and Clark [13].

4.3 Scalability Tests

To test the claims of Rajgopal et al. [1] regarding scalability, the simulation load was incrementally increased
from 10,000 to 150,000 nodes. The processing latency of the Al model increased logarithmically, suggesting that
the architecture effectively handles scale. Even at peak load (150,000 nodes with active attack traffic), the
decision latency remained under 200 milliseconds per event.

5. DISCUSSION

The results of this study provide compelling evidence that Al-driven automation is not merely an enhancement
but a necessity for securing large-scale [oMT environments. The inability of traditional methods to cope with
the volume and velocity of threats in a 100K+ asset network is clear. However, the move toward full automation
in healthcare security introduces complex nuances that require deep examination.

5.1 The Imperative of Context-Awareness

The superior performance of the ANF-VO model in reducing false positives is largely attributed to its ability to
learn context. In a hospital, traffic patterns are dictated by biological and clinical rhythms—shift changes,
emergency room surges, and scheduled imaging sessions. A rigid, rule-based system views a sudden spike in
data transfer as a potential exfiltration attempt. An Al model trained on historical data recognizes that 2:00 PM
on Tuesdays involves backing up MRI data to the cloud. This aligns with Chang and Ramachandran's [8]
assertions regarding data security in cloud adoption frameworks, where understanding data flow is as critical
as securing it.

5.2 Ethical Implications of Automated Remediation in Life-Critical Systems (Expanded Analysis)

While the technical efficacy of the proposed framework is evident, the implementation of automated
remediation in a clinical environment raises profound ethical and safety questions. The core conflict lies in the
"Confidentiality, Integrity, Availability" (CIA) triad. In standard IT security, Confidentiality and Integrity often
take precedence; if a server is infected, the standard response is to isolate it immediately to prevent spread. In
healthcare, Availability is paramount.

Consider a scenario where the Al model detects a high-confidence ransomware signature emanating from a
networked ventilator currently supporting a patient. A purely algorithmic response—micro-segmentation or
port disabling—would successfully mitigate the cyber threat but could potentially cause the patient's death by
interrupting therapy or severing the link to the central monitoring station. This presents a "trolley problem"
variant in cyber-physical systems: does the system prioritize the life of the single patient (availability) or the
potential risk to the entire hospital network (which could threaten hundreds of patients if the ransomware
spreads)?

Our framework attempts to address this through a "Criticality Weighting" parameter, but this solution is
imperfect. Who defines the weights? If the system makes an error—a false positive that shuts down a life-
support device—where does the liability lie? Is it with the hospital administrators, the Al developers, or the
security vendors? Hodson [11] discusses prioritizing threats, but the translation of risk management theory into
automated kill-switches requires a legal and ethical framework that currently does not exist.

Furthermore, the "black box" nature of deep learning models complicates this issue. If a physician asks why a
device was quarantined during a procedure, an explanation of "high activation in the third hidden layer of the
LSTM" is insufficient. Explainable Al (XAI) becomes a non-negotiable requirement for [oMT security. We must

Global Journal of Medical and Pharmaceutical

Sciences 20

https://www.grpublishing.org/journals/index.php/gjmps



Global Journal of Medical and Pharmaceutical Sciences

elSSN: 2957-3629 pISSN: 2957-3610

VOLUMEO4 ISSUE11

Received 09-11-2025, Accepted 22-11-2025, Published 27-11-2025 Page No. 16-23

develop interfaces that translate algorithmic probability into clinical risk language. Until XAl matures, human-
in-the-loop (HITL) protocols may remain necessary for Type A (Critical Life Support) devices, even if it sacrifices
remediation speed. This creates a hybrid security posture: fully automated for infrastructure, but "augmented
intelligence" for direct patient care systems.

5.3 Adversarial Machine Learning and Model Vulnerability (Expanded Analysis)

A significant limitation of deploying Al for defense is that the defense mechanism itself becomes a target. As we
transition from deterministic security to probabilistic security, we open the door to Adversarial Machine
Learning (AML) attacks. Sophisticated actors, understanding that the hospital uses an Al-based anomaly
detector, may employ "poisoning"” or "evasion" techniques.

Model poisoning involves injecting malicious data into the training set. If an attacker can subtly influence the
baseline traffic patterns over months (a "boiling the frog" strategy), they can train the Al to accept malicious
behavior as normal. For instance, gradually increasing the volume of data exfiltration by 1% per day might
eventually normalize a massive data breach within the model's parameters.

Evasion attacks involve crafting inputs specifically designed to misclassify the output. In the context of visual
recognition, adding imperceptible noise to an image can cause a classifier to mistake a panda for a gibbon. In the
context of network packets, an attacker might pad malicious payloads with "benign" headers or mimic the
statistical distribution of legitimate traffic (e.g., formatting malware command-and-control signals to look like
HL7 heart-rate data).

Our study's simulation assumed a static model once trained, but in a real-world deployment, the model must be
continuously updated (online learning) to adapt to new devices. This update cycle is the most vulnerable point
for poisoning. To mitigate this, future iterations of the ANF-VO framework must incorporate "adversarial
training"—injecting adversarial examples into the training set to harden the model—and "model governance"
protocols that audit the training data for integrity. Muckin and Fitch [10] discuss a threat-driven approach; this
must now be expanded to include threats against the logic of the security system itself.

5.4 Regulatory Compliance vs. Automated Agility

The interaction between automated patching and regulatory frameworks like FDA approval for medical devices
or GDPR/HIPAA requirements creates considerable friction. Medical devices often undergo rigorous
certification processes where the software version is "frozen." Applying a security patch, even for a critical
vulnerability, technically alters the device's configuration, potentially invalidating its certification or requiring
recertification.

In a 100K+ asset environment, managing the version control for thousands of distinct device types against their
regulatory status is a Herculean task. An automated system that pushes patches indiscriminately to fix
vulnerabilities (as per standard IT best practices) could render a hospital non-compliant or, worse, malfunction
a device that was tested only on the previous firmware.

The ANF-VO framework addresses this by incorporating a "Digital Twin" simulation in the remediation loop.
Before a patch is deployed to a physical Type A or Type B device, it is first deployed to a virtualized replica to
test for stability and interoperability. While this adds latency, it is a necessary compromise. Yeng, Wolthusen,
and Yang [8] compare software development methodologies for security; our findings suggest that the
"DevSecOps" model must be adapted into "BioSecOps," where clinical safety and regulatory adherence are
integrated into the continuous deployment pipeline.
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5.5 The Human Element in an Automated World

Despite the heavy focus on Al, the role of the human analyst evolves rather than disappears. The reduction in
false positives allows security personnel to shift from "alert fatigue" to "threat hunting." Instead of clearing logs,
analysts can focus on the high-complexity, low-probability events that the Al might miss or misclassify. This shift
requires a retraining of the workforce. The hospital security analyst of the future needs to understand not just
network protocols, but also data science concepts and clinical workflows.

McGraw [6] emphasized building security in; in this new paradigm, we are building security intelligence in. The
human's role becomes that of the supervisor and the ethical arbiter, ensuring that the automated systems align
with the institution's mission of patient care.

6. CONCLUSION

This study presented an Al-driven framework for vulnerability management in large-scale IoMT environments.
By integrating deep learning for anomaly detection with automated remediation orchestration, we
demonstrated that it is possible to secure 100,000+ asset networks against dynamic threats with high efficiency.
The results indicate substantial improvements in detection speed, remediation time, and false positive reduction
compared to legacy systems.

However, the deployment of such systems is not merely a technical upgrade but a paradigm shift. The tension
between availability and security, the risks of adversarial attacks on the Al itself, and the regulatory complexities
of patching medical devices present significant hurdles. We conclude that while automation is the only viable
path forward for scaling security, it must be implemented with robust "fail-safe" mechanisms and a clear ethical
framework. Future research should focus on Explainable Al (XAI) for medical security and the development of
federated learning models that allow hospitals to share threat intelligence without compromising patient
privacy.

As healthcare continues its digital evolution, the immune system of the hospital—its cybersecurity
infrastructure—must evolve in tandem. The ANF-VO framework represents a significant step toward that
evolutionary goal, offering a blueprint for a resilient, self-healing medical network._
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